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Abstract

Enhancements in overall heat transfer from a heated, submerged horizontal cylinder in a pulse-stabilized fluidized

bed were observed in Part 1 for operating conditions with low primary and secondary flow rates and low pulse fre-

quencies. These increases in overall heat transfer were found to be a consequence of significant localized enhancements.

In the present paper, through spectral and contact time analyses of local, instantaneous heat transfer, increases in both

bubble phase and emulsion phase heat transfer coefficients were observed. Instantaneous measurements in a mono-

disperse distribution of 345 lm particles, fluidized to rates from 1.1 to 1.5 times greater than that required for minimum

fluidization, are investigated. Waveforms of these time traces are characterized as exhibiting either locally or globally

dominated hydrodynamic phenomena. Heat transfer with an opposing oscillatory flow exhibits characteristics of

globally dominated hydrodynamics, whereas heat transfer traces acquired near minimum fluidization with no sec-

ondary flow are dominated by hydrodynamics localized at the surface of the cylinder. � 2002 Elsevier Science Ltd. All

rights reserved.

1. Introduction

In Part 1 of this paper, experimental results describ-

ing the effect of an opposing oscillatory flow on overall

and local time-averaged heat transfer from a submerged

horizontal cylinder to a laboratory-scale bubbling flui-

dized bed were presented. The state of fluidization cre-

ated under these conditions is termed ‘‘pulse-stabilized

fluidization’’. In Part 2, results documenting the local

instantaneous heat transfer in pulse-stabilized fluidiza-

tion are presented. These time-resolved measurements

provide phenomenological insight into the changes in

the heat transfer rate created by the altered hydrody-

namics in pulse-stabilized fluidization.

Previous studies relevant to the present investigation

will be briefly reviewed. These studies used time-resolved

measurements of a system variable, such as void fraction

or heat flux, to characterize the hydrodynamics or heat

transfer. In addition, average emulsion phase contact

times have been evaluated for both vertical and hori-

zontal cylinders using several measurement techniques.

Ozkaynak and Chen [1] evaluated emulsion phase con-

tact times associated with a vertical cylinder using time-

dependent measurements of capacitance. Baskakov et al.

[2] determined average emulsion phase contact times

using a heat flux probe and developed empirical corre-

lations for estimating bubble fraction and average

emulsion phase contact times for vertical cylinders.

Pence et al. [3], Mueller et al. [4], and Pence [5] employed

experimental data from horizontal heat transfer surfaces

to develop heat transfer correlations employing the form

proposed by Baskakov et al. [2]. Chandran and Chen [6]

determined root-square-average residence times of the

emulsion phase using local instantaneous void fraction

data acquired with a capacitance probe embedded in

a horizontal cylinder, whereas Kurosaki et al. [7] con-

ducted a study of the average particle residence times

at the surface of a horizontal cylinder using fiber optic

techniques.
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Several studies suggest two distinct types of emulsion

phase contact at a surface for bubbling fluidization.

Kurosaki et al. [8] employed fiber optics to observe

particle behavior at a submerged surface, and observed

that particles may be either stationary or in motion

during emulsion phase contact with the surface. George

[9] identified two distinct types of emulsion phase con-

tacts in a high temperature fluidized bed from time re-

solved measurements, but did not quantify the contact

times associated with the emulsion phase contact dy-

namics. Pence et al. [3] distinguished between and

quantified the average contact times for two distinct

types of emulsion phase behavior associated with heat

transfer to a submerged surface. The first type of

emulsion phase contact results from the emulsion phase

forming a close-packed geometry at the surface, result-

ing in transient decay of the heat transfer rate. The

second type of emulsion phase contact involves local

particle motion in the vicinity of the surface, resulting

in a heat transfer coefficient that fluctuates about an

average value, rather than decays with time.

Several studies have reported methods for altering

the hydrodynamics in bubbling fluidized beds with the

goal of improving transport rates. Kobayashi et al.

[10,11] experimentally investigated the effects of pulsing

the fluidizing air flow upstream of the distributor,

whereas Nowak et al. [12] subjected a bed to a down-

ward-facing acoustic field from a speaker. Yates et al.

[13], Shen et al. [14], and Ding and Gidaspow [15] each

employed a secondary gas stream submerged in the bed

in opposition to the plenum air stream. However, none

of these studies reported local, instantaneous heat

transfer coefficients or contact dynamics. For the present

work, an opposing oscillatory flow was superimposed on

a steady secondary flow, and local instantaneous heat

transfer rates were measured. The heat transfer results

Nomenclature

Aeff effective area of heat flux probe (m2)

As surface area of horizontal copper cylinder

(m2)

Eb time-averaged bridge circuit voltage for

constant heat flux probe temperature (V)

Ec potential supplied to cartridge heater (V)

f forcing frequency of piston (Hz)

f y
x;h average fraction of phase y at angular po-

sition h and a flow condition of x

hx;hðtÞ local, instantaneous heat transfer coefficient

at angular position h and flow condition x

(W=m2 K)

h overall cylinder heat transfer coefficient

(W=m2 K)

hh time-averaged local heat transfer coefficient

measured at angular position h (W=m2 K)

hx;h time-averaged local heat transfer coefficient

at angular position h and flow condition x

(W=m2 K)

hyx;h average heat transfer coefficient of phase y

at angular position h and flow condition x

(W=m2 K)

Ic current supplied to cartridge heater (A)

Qeq equivalent flow rate: total flow rate is in-

troduced through plenum (m3=s)
Qmf flow rate corresponding to minimum fluidi-

zation (m3=s)
Qp primary flow rate, plenum (m3=s)
Qs secondary flow rate, pulse simulator (m3=s)
Qt total flow rate: sum of primary and sec-

ondary flow rate (m3=s)
r driving link radius for pulsed flow simulator

(mm)

Rb bridge circuit resistance (10 X)
Rc cable resistance (X)
Rp probe resistance (X)
t time (s)

Tb average temperature of fluidized bed media

(�C)
Tp probe temperature (�C)
Ts surface temperature of horizontal copper

cylinder (�C)
Vk kinematic velocity amplitude at exit of

pulsed flow simulator tailpipe (m/s)

Vr resonant velocity amplitude at exit of pulsed

flow simulator tailpipe (m/s)

Greek symbols

c power spectral density (W2=m4 K2 Hz)

m frequency (Hz)

h angular position around horizontal cylin-

der: measured from stagnation point (de-

grees)

Superscripts (phase – y)

b bubble phase

s steady-state heat transfer resulting from

mixing emulsion phase contact

t transient heat transfer resulting from sta-

tionary emulsion phase contact

Subscripts (operating condition – x)

eq equivalent flow condition, total flow

through plenum only

f forcing frequency of secondary stream

(f ¼ 0; 5; 10; 15 Hz)
p primary flow condition
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are discussed with respect to the corresponding local and

global hydrodynamics for various operating conditions.

2. Experimental facility

A Pulsed Atmospheric Fluidized Bed Combustor

(PAFBC) is a hybrid combustor that couples a pulsed

combustor with an atmospheric bubbling fluidized bed

and provides technical advantages in energy efficiency

and emissions. A primary fluidization flow through a

traditional distributor at the bottom of the fluidized bed

and an opposing downward flow having an oscillatory

component from the pulsed combustor create the flui-

dization conditions in a PAFBC. A laboratory-scale

experimental facility, shown in Fig. 2 of Part 1 of this

paper, was designed and instrumented to examine the

effects of a secondary flow rate and frequency and am-

plitude of an oscillating opposing flow on pressure drop

and heat transfer in a gas-fluidized bed.

Details of the experimental facility are provided in

Part 1 of this paper and briefly summarized in the pre-

sent paper (Part 2). The test section had a cross-sectional

flow area of 0:305 m� 0:305 m and a height of 0.53 m.

The fluidized particulate, spherical glass beads having a

narrow size distribution (monodisperse) with a weight

mean diameter of 345 lm and a density of 2:5 g=cm3,

filled the bed to a slumped depth of 0.305 m. Air was

used as the fluidizing medium for both the primary and

secondary streams.

The oscillating secondary flow field was created by a

pulsed flow simulator, shown schematically in Fig. 3 of

Part 1 of this paper, that consisted of a steady flow inlet,

a reciprocating piston sealed with a rolling diaphragm,

and a tailpipe assembly. A model was developed from

measured amplitudes at the tailpipe exit, which allowed

prediction of the resonant amplitude and agreed to

within 5% of measured amplitudes. Table 1 in Part 1 of

this paper shows the kinematic velocity amplitude based

on the piston displacement and continuity, and the ve-

locity amplitude computed from the resonance model

for a given driving link radius and driving frequency of

the piston.

Two 3.8 cm horizontal cylinders were positioned

15.25 cm above the distributor plate, one of which was

copper and instrumented with a TSI model 1471 plati-

num film heat flux probe. The copper cylinder was in-

ternally heated to a temperature approximately 35 �C
above the average bed temperature while the probe, for

stability considerations, was maintained at 0.75 �C
above the surface temperature of the cylinder using an

anemometer bridge circuit. The cylinder and probe were

heated and allowed to reach a steady-state condition for

steady or steady-periodic operating conditions for the

fluidized bed and the pulsed-flow simulator. Variations

in bridge voltage with time, required to maintain a con-

stant probe temperature, were recorded for 33 s at a

sampling frequency of 500 Hz.

Conversion of the bridge voltage variations to in-

stantaneous heat transfer coefficients was accomplished

using an in situ calibration that employed the effective

area of the heat flux probe as the calibration constant.

The effective area, Aeff , was determined by forcing the
area-weighted average of the time-averaged local heat

transfer coefficients, hh, equal to the overall heat transfer

coefficient, h. The following three equations illustrate the

procedure:

h ¼ EcIc
AsðTs � TbÞ

ð1Þ

and

h ¼
P315

h¼0 hh

8
; ð2Þ

where hh was measured at 45� increments and is defined
by

hh ¼
E2bRp

Rp þ Rb þ Rc
� �2

AeffðTp � TbÞ
: ð3Þ

Further descriptions of the characteristics of film probes

employed for heat flux measurement and the in situ

calibration process are found in [16–18].

3. Results

In Part 1, significant enhancements in overall heat

transfer coefficients were observed with the introduction

of an oscillating, opposing secondary flow in a bubbling

gas-fluidized bed of 345 lm particles. The greatest en-

hancement was observed for a primary fluidization ratio

of 1.1, a secondary flow equal to 35% of the primary

flow, and a 5 Hz forcing frequency. An increase in

overall heat transfer on the order of 12% was observed

relative to the heat transfer with the same primary and

secondary flow rates but no forcing frequency, which in

the present context is referred to as a steady secondary

flow. Investigation of time-averaged local heat transfer

coefficients revealed that significant enhancement at

specific azimuthal positions around the circumference of

the cylinder was responsible for the observed enhance-

ment in overall heat transfer.

In this present study, the effects of a steady secondary

flow and a secondary flow with an oscillating component

on contact dynamics and their influence on local, time-

averaged heat transfer rates are investigated. Essential to

the interpretation of the results is a clear understanding

of the several ways in which air flows into the fluidized

bed during pulse-stabilized fluidization, termed here the

distribution of flow. In the present context, distribution

of the flow represents a concept of proportioning a total

flow rate between the primary and secondary streams.
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Also, note that the term primary flow refers to air that

entered the facility through the plenum chamber and the

distributor plate. The secondary flow entered the facility

through the tailpipe of the pulsed flow simulator, and

was either steady or had a superimposed oscillatory

waveform.

The effects of changes in the total flow rate through

the bed, the distribution of the flow between the two

opposing streams, and the pulse frequency on local

instantaneous heat transfer coefficients are identified

through carefully derived normalization methods, as

described in Part 1 of this paper.

In the figures to follow, the side of the cylinder cor-

responding to the angular position of +90� is closest to
the pulsed flow simulator tailpipe, and superficial flui-

dization velocities are normalized by the minimum flui-

dization velocity of 0.086 m/s �3%.
Time-averaged local heat transfer coefficients from

Part 1 of this paper are shown in Fig. 1 and Table 1 for a

primary fluidization ratio, Qp=Qmf , of 1.1. The data are

limited to those angular positions that consistently ex-

hibited surface renewal: �90�; �45�, and 0�. Compared
with local heat transfer values measured with a primary

flow only, hp;h, increases in the primary flow rate and the

introduction of a steady secondary flow resulted in sig-

nificant localized enhancements in heat transfer, as

shown by heq;h and h0;h, respectively. Increases in the

primary flow resulted in enhancements on the order of

75% and 30% for the angular positions of 0� and +45�,
respectively. Introduction of the steady secondary flow

resulted in increases of 30% at both angular locations. In

both cases, there was an increase in the total rate of flow

through the bed. Also observed in Fig. 1 is an asym-

metry introduced with the steady secondary flow. This

asymmetry is also identified for the bubble fraction

(Eq. (4)), and average bubble and emulsion phase heat

transfer coefficients.

With a 5 Hz forcing frequency superimposed on the

mean secondary flow, enhancements in heat transfer at

the stagnation point were on the order of 110%, 20%,

and 60% relative to the heat transfer for the primary,

equivalent, and steady secondary flow conditions, re-

spectively. Enhancements of approximately 65%, 45%,

and 25% were observed at +45�, and 20%, 20%, and 10%
at +90� when compared for the same operating condi-
tions, respectively. Less significant enhancements were

observed for a 10 Hz forcing frequency, at the same

angular positions, and minimal changes were observed

for a 15 Hz forcing frequency.

A comparison of h0;h with heq;h (Fig. 1) provides an
indication of the effect of the flow distribution, for con-

ditions where the total flow rate through the bed is

identical. The influence of the pulsing characteristics can

be assessed by comparing the heat transfer with a pulsed

secondary flow, hf ;h, to that of the steady secondary

flow, h0;h. The typical uncertainty in time-averaged local
heat transfer is 6%.

According to Pence et al. [3], time-averaged local heat

transfer can be described by:

hx;h ¼ f bx;hh
b
x;h þ f tx;hh

t
x;h þ f sx;hh

s
x;h; ð4Þ

where the variables f and h on the right-hand side of the

equation refer to the fraction of time occupied by and

average heat transfer associated with a particular phase,

respectively. Superscripts represent the phase, and the
Fig. 1. Time-averaged local heat transfer coefficients ðQp=Qmf¼
1:1;Qt=Qmf¼1:5;Qs=Qp¼0:35Þ.

Table 1

Time-averaged local heat transfer coefficients ðQp=Qmf ¼ 1:1; Qt=Qmf ¼ 1:5; Qs=Qp ¼ 0:35Þ
Primary flow

condition hp;h
Steady secondary

flow h0;h
5 Hz combined

flow h5;h
10 Hz combined

flow h10;h
15 Hz combined

flow h15;h
Equivalent flow

condition heq;h

Qp=Qmf 1.1 1.1 1.1 1.1 1.1 1.5

Qt=Qmf 1.1 1.5 1.5 1.5 1.5 1.5

f (Hz)

h (degrees) N/A 0 5 10 15 N/A

)90 359 298 295 353 305 347

)45 272 285 266 274 264 283

0 147 190 306 242 209 258

+45 258 337 426 348 317 289

+90 351 382 421 379 361 356
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first and second subscripts represent the flow conditions

and angular position, respectively.

Contact dynamics were extensively examined at the

angular positions associated with the lower half of the

cylinder as a function of flow rate, flow distribution, and

pulsing characteristics for a specific range of operating

conditions. Emulsion phase contact was distinguished

from bubble phase contact by a dramatic increase in the

heat transfer coefficient, on the order 100 W=m2 K or

more, within a period of 10 ms or less. Characterization

of emulsion phase as either stationary or mixing in na-

ture was based on the trend in heat transfer during a

contact. Further details of the signal analysis procedures

are provided in [3,5]. Uncertainties in average values of

bubble phase, stationary emulsion phase, and transient

emulsion phase heat transfer coefficients are on the order

of 7%.

Bubble fraction will be examined as an indicator for

changes in the local fluidization hydrodynamics in pulse-

stabilized fluidization. Fig. 2 represents the average

bubble fraction as a function of angular position for

primary flow, equivalent flow, and combined flow con-

ditions with 0, 5, 10, and 15 Hz pulse frequencies in the

secondary flow. Consider first the effect of increasing the

primary flow rate. At each angular position, increases in

bubble fraction resulted from increasing the primary

fluidization ratio from 1.1 to 1.5, as shown by f bp;h and
f beq;h, respectively. Because the bubble phase heat transfer
is less than that of the emulsion phase, Eq. (4) shows

that an increase in bubble fraction results in a decrease

in average local heat transfer. Therefore, it is obvious

that changes in the bubble fraction did not contribute to

the dramatic increase in heq;h relative to hp;h at the

stagnation point as observed from Fig. 1 and Table 1.

However, decreases in bubble fraction resulting from the

introduction of a steady or pulsed secondary flow may

have contributed to observed increases in heat transfer

associated with pulse-stabilization. At the 45� location,
the 5 Hz data show the lowest value of bubble fraction,

and the largest value of the heat transfer coefficient.

Variations in bubble fraction were also observed at )45�
where time-averaged local heat transfer coefficients re-

main essentially constant, regardless of the operating

conditions. The typical uncertainty in reported bubble

fraction is 7%. These results show that the hydrody-

namics of fluidization are significantly affected by the

oscillatory secondary flow.

Recall that two distinct types of emulsion phase con-

tacts occur during bubbling fluidization, stationary and

mixing, resulting in transient and steady heat transfer,

respectively (see Eq. (4)). A comparison of Fig. 3 with

Fig. 1 shows that the trends in transient emulsion phase

heat transfer coefficients, resulting from stationary

emulsion phase contacts, are extremely similar in nature

to the trend for time-averaged local heat transfer coeffi-

cients. Average steady-state emulsion phase and bubble

phase heat transfer coefficients, as a function of angular

position and operating conditions, were also remarkably

similar to those reported in Fig. 3. In general, average

steady-state emulsion phase heat transfer coefficients

were within 10% of the average transient emulsion phase

heat transfer. This similarity in trends for bubble and

emulsion phase heat transfer suggests that the observed

increases in heat transfer may be related to a decrease in

void fraction in both the lean and dense phases. The

results of previous studies that address local void frac-

tion will be discussed.

In general, the average heat transfer coefficients of

the emulsion phase (Fig. 3) and bubble phases [5] are

observed to increase with angular position and with flow

rate, particularly at the stagnation point. In a two-

dimensional gas-fluidized bed, Suarez [19] visualized the

flow around the lower half of a horizontal cylinder and

reported a thin film layer, similar to that observed by

Glass and Harrison [20], resulting from local bubble

formation. Both Suarez [19] and Glass and Harrison [20]

report a decrease in the film thickness with increasing

Fig. 2. Average bubble fraction ðQp=Qmf ¼ 1:1; Qt=Qmf ¼
1:5;Qs=Qp ¼ 0:35Þ.

Fig. 3. Average transient (stationary) emulsion phase heat

transfer coefficient ðQp=Qmf ¼ 1:1; Qt=Qmf ¼ 1:5; Qs=Qp ¼
0:35Þ.
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angular position from the stagnation point. Fakhimi

and Harrison [21] measured time-averaged void fraction

and also report a decrease with increasing angular po-

sition. It was also reported in Fakhimi and Harrison

[21] that increases in time-averaged void fraction oc-

curred with increases in the flow rate, with the most

dramatic differences observed at the stagnation point.

Being time-averaged values of void fraction, the ob-

served increase could be a result of increased bubble

fraction with increasing flow rate, as was observed in

Fig. 2. These two-dimensional investigations provide

results that tend to lend support to the idea that in-

creases in heat transfer in pulse-stabilized fluidization

may result from decreases in the bubble and emulsion

phase void fraction.

Chandran [22] distinguished between the void frac-

tion in the dense phase and the lean phase for a 29 mm

diameter horizontal cylinder in a 0.305 m square cross-

section fluidized bed, over a range of conditions from

incipient fluidization to slugging. Reported trends in

bubble fraction and root-square-average residence times

of the dense phase as a function of angular position and

flow rate for 245 lm particles below the slugging regime

are quite similar to the bubble fraction and emulsion

phase contact times reported for 345 lm particles in the

present study. Average values of lean and dense phase

void fractions as a function of angular position and flow

rate were also provided by Chandran [22] for 245 lm

particles at atmospheric pressure. Below slugging con-

ditions, increases in primary flow rate yielded a trend of

decreasing dense and lean phase void fraction at the

stagnation point. At the 90� location, the void fraction
remains essentially constant with fluidizing velocity, and

the dense phase void fraction is significantly lower than

at the stagnation point.

Based on the above discussion of previous measure-

ments of void fraction, and the observed changes in heat

transfer in pulse-stabilized fluidization, it a reasonable to

conclude that it is likely that bubble and emulsion phase

void fractions change in pulse-stabilized fluidization,

and that these changes in the present system are most

likely a result of changes in both the global and local

hydrodynamics. Additional insight may be gained by

examining the instantaneous heat flux signals.

Because of the significant enhancement in heat trans-

fer at the stagnation point, further examination of the

heat transfer at this location was undertaken. Figs. 4(a)

and 5(a) show instantaneous heat transfer signals mea-

sured at the stagnation point with primary fluidization

ratios of 1.1 and 1.5, respectively, and no secondary flow.

Chandran and Chen [6] reported sporadic emulsion

phase contacts at the stagnation point for low fluidiza-

tion velocities, and an increase in the frequency of

emulsion phase contacts resulting from increases in the

plenum flow rate. The same behavior is identified from a

comparison of the signals in Figs. 4(a) and 5(a), which

(a) (b)

Fig. 4. (a) Local instantaneous heat transfer coefficient, and (b) power spectrum ðh ¼ 0; Qp=Qmf ¼ 1:1; Qt=Qmf ¼ 1:1; Qs=Qp ¼ 0:0Þ.

(a) (b)

Fig. 5. (a) Local instantaneous heat transfer coefficient, and (b) power spectrum ðh ¼ 0; Qp=Qmf ¼ Qeq=Qmf ¼ 1:5; Qt=Qmf ¼ 1:5;
Qs=Qp ¼ 0:0Þ.
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also shows an increase in both average bubble phase and

emulsion phase heat transfer coefficients with an increase

in primary flow rate.

Power spectra, normalized according to Parseval’s

theorem, for the signals in Figs. 4(a) and 5(a), less their

mean values, are shown in Figs. 4(b) and 5(b), respec-

tively. The natural frequency of the present fluidized bed

is very close to 1.8 Hz. Hydrodynamics associated with

this natural frequency are global in nature. Therefore,

the 12 Hz fundamental frequency and the 24 and 36 Hz

harmonic frequencies observed in the power spectrum in

Fig. 4(b) are believed to be related to local bubble for-

mation. Local bubble formation at the lower half of a

submerged horizontal cylinder, referred to as local hy-

drodynamics in the present context, is well documented

in the two-dimensional investigations of Ginoux et al.

[23], Suarez [19] and Glass and Harrison [20]. Evident

from the power spectrum in Fig. 5(b), the energy content

exists over a broader range of frequencies than in Fig.

4(b), including peaks near 1.8 and 12 Hz, which suggests

an increased contribution of global hydrodynamics and

particle mixing during the emulsion phase.

Two seconds of a time-varying heat transfer coeffi-

cient, recorded at the stagnation point for a steady

secondary flow are shown in Fig. 6(a). Both the bubble

phase and emulsion phase heat transfer coefficients are

higher than those reported prior to introduction of the

secondary flow (Fig. 4(a)). However, the heat transfer

coefficients of both phases are lower than those reported

for the equivalent flow condition shown in Fig. 5(a), in

which the primary fluidization ratio was 1.5. The in-

duced flow pattern by the secondary flow is anticipated

to be responsible for this observation.

The psd for the signal in Fig. 6(a) is shown in Fig.

6(b). A comparison of Fig. 6(a) with Fig. 4(a) reveals an

increase in particle mixing in the emulsion phase with

introduction of the secondary flow hydrodynamics and a

simultaneous increase in the total flow rate through the

bed. The frequency content in Fig. 6(b) is broad-band in

nature. When operated with a primary flow near mini-

mum fluidization, changes in the local and global hy-

drodynamics introduced by a secondary stream resulted

in an increase in the broad-band nature of the power

spectra, which is evident from a comparison of Fig. 6(b)

with Fig. 4(b). These changes are a result of an increase

in bubble and emulsion phase contact times, and hence

less frequent occurrences of these two phases resulting in

a shift in power to lower frequencies.

Comparing Fig. 7(a) with Fig. 6(a), it is evident that

superposition of a 5 Hz forcing frequency resulted in

longer emulsion phase contact times and higher bub-

ble phase and emulsion phase heat transfer coefficients

than those compared with a steady secondary flow. The

corresponding power spectrum for the instantaneous

(a) (b)

Fig. 6. (a) Local instantaneous heat transfer coefficient, and (b) power spectrum (h ¼ 0; Qp=Qmf ¼ 1:1; Qt=Qmf ¼ 1:5; Qs=Qp ¼ 0:35;

f ¼ 0 Hz).

(a) (b)

Fig. 7. (a) Local instantaneous heat transfer coefficient, and (b) power spectrum (h ¼ 0; Qp=Qmf ¼ 1:1; Qt=Qmf ¼ 1:5; Qs=Qp ¼ 0:35;
f ¼ 5 Hz).
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signal in Fig. 7(a) is shown in Fig 7(b). A fundamental

frequency of 2.5 Hz, corresponding to half the forcing

frequency of 5 Hz, is observed as well as several har-

monics. The 2.5 Hz component is expected to be a result

of the large scale or bulk motion of the bed, perhaps the

coalescence of bubbles. Such sub-harmonics are possible

only in nonlinear systems. Decreases in both the average

emulsion phase and bubble phase heat transfer coeffi-

cients were observed by Pence [5] at 0�, +45�, and +90�
with forcing frequencies of 10 and 15 Hz relative to the

heat transfer observed with a 5 Hz forcing frequency.

For all forcing frequencies, the local hydrodynamics

appear to have been suppressed relative to the global

hydrodynamics.

Enhancements in local heat transfer, primarily a re-

sult of increases in both the bubble phase and emulsion

phase heat transfer, also appear to be related to the

waveform characteristics of the instantaneous signal.

Signals dominated by local phenomena, such as local

bubble formation identified in Fig. 4(a), exhibit sharply

peaked emulsion phase heat transfer occurrences, and

tend to exhibit lower heat transfer coefficients than sig-

nals dominated by global hydrodynamics. The latter

signals also tend to have longer emulsion phase contact

times, such as those observed in Fig. 5(a).

Heat transfer observed under conditions of second-

ary flows with a superimposed waveform exhibit char-

acteristics of globally dominated hydrodynamics (Fig.

7(a)). The power spectrum shown in Fig. 7(b) shows

that for these operating conditions, the heat transfer

phenomena was dominated by global hydrodynamics,

and that the natural frequency of the bed was sup-

pressed. The surface renewal occurred at the forcing

frequency and its harmonics. Heat transfer for forcing

frequencies of 10 and 15 Hz was also dominated by

global phenomena, but were lower in value than for a

forcing frequency of 5 Hz. Power spectra of the signals

acquired with an imposed 10 and 15 Hz forcing fre-

quency did not exhibit sub-harmonics of the forcing

frequency. The increase in forcing frequency resulted in

a decrease in emulsion phase and bubble phase contact

times and a tendency for the waveform to become more

sharply peaked during emulsion phase contacts.

4. Conclusions

In Part 1, increases in overall cylinder heat transfer

coefficients resulting from the introduction of an oscil-

lating, opposing secondary flow in a bubbling gas-

fluidized bed were determined to be the result of local

variations. An increase in total flow and the hydro-

dynamics created by an opposing stream contributed

to these heat transfer trends. In the present paper, en-

hancement in heat transfer resulting from the introduc-

tion of a secondary flow, both steady and oscillating,

was experimentally investigated through analysis of the

local contact dynamics and spectral analysis.

Increases in both the bubble phase and emulsion

phase heat transfer coefficients were determined to be the

major contributors to observed enhancement in time-

averaged local heat transfer, which may be a result of

reductions in local void fraction of the lean and dense

phases. In addition, characteristic shapes of the instan-

taneous signals were found to be related to heat transfer

trends. Local bubble formation was found to dominate

the stagnation point at low flow rates and may have

resulted in increased local void fraction of one or both

phases. Waveforms of the locally dominated signals

were characterized by narrow peaks and low bubble and

emulsion phase heat transfer coefficients. Signals domi-

nated by global phenomena generally had longer emul-

sion phase contacts and higher heat transfer rates than

locally dominated signals. The greatest observed en-

hancement resulted from forcing the secondary flow at 5

Hz, the closest operating frequency to the 1.8 Hz natural

frequency of the bed and the only forcing frequency to

yield sub-harmonics in the power spectra.
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